Evaluation of the thermal comfort by natural ventilation in hot climates
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Abstract

Natural ventilation is an alternative to create comfortable and healthy indoor conditions. This work presents the development of a method, named, the Heat Balance Index, \textit{HBI}. This new index evaluates the occupant thermal comfort produced by natural ventilation in hot climates. It is based on the Heat Stress Index, \textit{HSI}, model. The \textit{HBI} gives the comfort velocity range, which is useful to calculate the well-ventilated percentage of a space. The numerical simulation of the cross ventilated building using Computational Fluid Dynamics was validated with experimental results. Numerical simulation of a cross ventilated building is used as an application example.

1 Introduction

Natural ventilation is an alternative to create comfort and healthy indoor conditions, reducing the energy consumption, for ventilation in general and in hot climates also for improving hygrothermal comfort. Typically, the energy cost of a naturally ventilated building is 40\% less than that of an air-conditioned building (Energy Efficiency Best Practice Programme (EEBPP), 1993). For dry hot climates, it has been found that night ventilation is an effective method to promote thermal comfort conditions (Bleem et al., 1987), while for humid hot climates full day ventilation is the better strategy to promote thermal comfort conditions (Liping and Hien, 2007). Thus it is important to assess the indoor natural ventilation in hot climates in terms of the thermal comfort of the occupants.

The parameters used to evaluate the ventilation performance are the mean velocity at the space, $V$, and the average velocity coefficient at a slice of a given height, $C_{Vh}$ (Prianto and Depecker, 2002). Bastide et al. (2006) have introduced the concept of well-ventilated percentage of a space, $P$, that is defined as the percentage of the volume with velocities within a velocity range, $(U_{\text{min}}, U_{\text{max}})$. They show that the results are very sensitive to the choice of $U_{\text{min}}$ and $U_{\text{max}}$, but they do not give a methodology to select these values.

For the evaluation of thermal comfort, the most common method is the Predicted Mean Vote, \textit{PVM}, with the Predicted Percentage Dissatisfied, \textit{PPD}, (Fanger, 1970; ASHRAE, 2005), however, it has been proven that the \textit{PVM} – \textit{PPD} method is inadequate in case of natural ventilation (De Dear et al., 1997). By contrast, the Heat Stress Index, \textit{HSI} (Givoni, 1969), is a method used to evaluate thermal comfort for ventilated indoors in hot climates. It is defined as the ratio of the required evaporation to the maximum evaporative capacity of the air. The required evaporation is given by the total heat stress acting on the body (metabolism + radiation + convection).

This work presents the development of a method, the Heat Balance Index, \textit{HBI}, to evaluate the indoor natural ventilation in hot climates in terms of the thermal comfort of the occupants. This index is developed using the assumptions and starting from the Heat Stress Index model and gives a method to define the comfort velocity range $(U_{\text{min}}, U_{\text{max}})$ useful to calculate the well-ventilated percentage of
a space, $P$. As example of application, a simulation, by Computational Fluid Dynamics (CFD), of a cross ventilated building (Kurabuchi et al., 2004) was evaluated with the climate conditions of Temixco, Morelos, which is a Mexican city with hot climate.

The fundamentals of the developed methodology are presented in Section 2. Section 3 describes the study case used to show the applicability of the proposed methodology. Conclusions are given in Section 4.

2 Methodology

The Heat Balance Index, $HBI$, is defined as the ratio between the heat balance of the body and the metabolic gain, which depends on the activity. The heat balance of the body is given by the algebraic sum of the metabolic gain and the heat transfer between the body and the surroundings given by the mechanisms of radiation, $R$ ($W/m^2$), convection, $C$ ($W/m^2$), and evaporation, $E$ ($W/m^2$),

$$HBI = \frac{M \pm R \pm C - E}{M},$$

where $M$ ($W/m^2$) is the metabolic gain. The following empirical expressions for $R$, $C$ and $E$ (McIntyre, 1980; Wang et al., 2011) are used,

$$R = 4.4 (T_s - T_r),$$  

$$C = 4.6U^{3/5} (T_s - T_a),$$  

$$E = 7.0U^{3/5} (P_s - P_a),$$

where $T_s = 35^\circ C$ is the skin temperature, $T_r$ ($^\circ C$) is the mean radiant temperature, $U$ ($m/s$) is the air velocity, $T_a$ ($^\circ C$) is the air temperature, $P_s = 56 \times 10^2 Pa$ the vapor saturation pressure at $T_s$ and $P_a (10^2 Pa)$ is the partial pressure of water vapor at $T_a$. As the evaporation is only possible if $P_s > P_a$, if this condition is not fulfilled $E = 0$ in Eq. (4).

Table 1 shows the range of conditions covered by the empirical expressions (Eqs.2 -4). This range of conditions allows a proper application in hot climates, as the climate studied in this paper, which will be detailed in Section 3.

<table>
<thead>
<tr>
<th>Lower limit</th>
<th>Upper limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$65 W/m^2$</td>
<td>$327 W/m^2$</td>
</tr>
<tr>
<td>$21^\circ C$</td>
<td>$49^\circ C$</td>
</tr>
<tr>
<td>$0.25 m/s$</td>
<td>$10.00 m/s$</td>
</tr>
<tr>
<td>$3 \times 10^2 Pa$</td>
<td>$56 \times 10^2 Pa$</td>
</tr>
</tbody>
</table>

The $HBI$ of 0 represents the neutral thermal condition, where the heat generated by the body ($M$) is exactly equal to the heat dissipated to the surroundings. For this work, the range $-0.2 \leq HBI \leq 0.2$ is considered the comfort range (Givoni, 1969; McIntyre, 1980). $HBI < -0.2$ indicates that the body has an overdissipation greater than the 20%, with respect of $M$, causing a cold uncomfort. On the other hand, $HBI > 0.2$ signifies that the body has a subdissipation greater than the 20%, thus the body feels a hot uncomfort.

In order to evaluate the range for thermal comfort of the magnitude of the air velocity produced by natural ventilation, $U$ is solved from Eq. (1),

$$U = \left[\frac{M (1 - HBI) - R}{4.6 (T_s - T_a) + 7.0 (P_s - P_a)}\right]^{5/3}. $$
As can be observed, $U$ depends on $HBI$. Three magnitudes of $U$ are distinguished: $U_{\text{max}}$, $U_{\text{neu}}$, and $U_{\text{min}}$, for the $HBI$ values of $-0.2$, $0.0$ and $0.2$, respectively. Thus $U_{\text{min}} \leq U \leq U_{\text{max}}$, represents the comfort air velocity range given an activity ($M$) and air temperature ($T_a$) and relative humidity ($RH$). When the value of $U$ obtained from Eq. 5 is negative, this indicates that the air is unable to dissipate the heat generated by the body. The values of $U_{\text{max}}$, $U_{\text{neu}}$ and $U_{\text{min}}$ can be used to evaluate the comfort generated by the air velocity distribution into the building interior.

3 HBI example

3.1 CFD simulation

The cross ventilation in a scaled building (1/15), studied by Kurabuchi et al. (2004), of $0.3m \times 0.3m \times 0.15m (l \times b \times h)$ with two axial openings (Figure 1a) was simulated using the commercial CFD code FLUENT14.0 (ANSYS, 2011). The openings have dimensions $0.06m \times 0.03m$ ($w_{\text{in}} \times h_{\text{in}}$) and were installed at the middle of each wall, leeward and windward, respectively (Figure 1b). The CFD simulation reproduces the building geometry (small scale) and uses the reference velocity, $U_{\text{ref}} = 7m/s$, measured at $h$ (Kurabuchi et al., 2004). The wind direction is parallel to the measurement plane. The building Reynolds number is $Re = U_{\text{ref}} h / \nu = 6.69 \times 10^4$ where $\nu$ is the dynamic viscosity of the air.

![Figure 1. Scaled model of a building with two axial openings (Kurabuchi et al., 2004): (a) Right isometric view with measurement plane; (b) Front view with dimensions.](image)

The 3D steady RANS equations were solved in combination with the shear-stress transport (SST) $k - \omega$ model (Ramponi and Blocken, 2012). The SIMPLEC algorithm was used for pressure-velocity coupling, pressure interpolation was second order and second-order discretization schemes were used for both the convection terms and the viscous terms of the governing equations. The convergence was assumed to be obtained when all the scaled residuals be less than $10^{-6}$. The domain dimensions and the computational grid were based on the guidelines by Franke et al. (2007); Tominaga et al. (2008); Hooff and Blocken (2010); Ramponi and Blocken (2012), which dimensions were $W_d \times L_d \times H_d = 1.8 \times 3.0 \times 0.9m^3$ (Figure 2a). The computational base grid, formed by 1,448,712 hexahedral cells (Figure 2b), was created. The inlet boundary conditions were the wind velocity profile defined by the logarithmic law, $U(z) = (u_{ABL}^{*}/\kappa)ln((z+z_0)/z_0)$, with the atmospheric boundary layer (ABL) friction velocity, $u_{ABL}^{*} = 0.75m/s$, the von Karman constant, $\kappa = 0.42$, the roughness length, $z_0 = 0.0027m$, and the height coordinate, $z$. The turbulent kinetic energy (TKE) profile, $k(z) \cong \sigma_u^2(z)$, was obtained from the standard deviation of velocity in the $x$-direction, $\sigma_u$. The turbulence dissipation rate (TDR) and the specific dissipation rate (SDR) profiles were calculated, $\varepsilon(z) = u_{ABL}^{*2}/\kappa(z+z_0)$ and $\omega(z) = \varepsilon(z)/C_{\mu}k(z)$, respectively, with the empirical constant $C_{\mu} = 0.09$ (Tominaga et al., 2008). The standard wall functions with roughness modification (Cebeci and Bradshaw, 1977) were imposed on the ground surface. The values of the sand-grain roughness height, $k_S = 9.793z_0/C_S = 0.0039m$, and the roughness constant, $C_S$, were determined by using the relationship with the aerodynamic roughness length $z_0$ derived by Blocken et al. (2007). The standard wall functions were also used at the building surfaces, but with zero roughness height ($k_S = 0$). At the outlet plane, the zero static pressure was applied. Symmetry conditions were applied at the top and the lateral sides of the domain.
Figure 2. Computational domain with the building with two axial openings: (a) Perspective view with dimensions of the domain; (b) Perspective view of grid at bottom, side and back face (Base grid with 1,448,712 cells).

Figure 3 shows the velocity profile at inlet and at incident building position, which are an important quality criterion for the simulations (Blocken et al., 2007), in the empty domain. The test is to assess the extent of unintended streamwise gradients of the mean wind speed and the turbulence parameters, between the vertical profiles at inlet and at incident building position. In Figure 3, the inlet vertical profile (solid line) and the incident vertical profile (dashed line) are presented. Minor streamwise gradients are observed.

Three grids with 728,724 cells (Coarse grid), 1,448,712 cells (Base grid) and 2,537,020 cells (Fine grid) were constructed (Figure 4). The grids were obtained by refining the Coarse grid twice by a factor of 2.

The vector field in the centerplane shows a close qualitative agreement between experimental and numerical results (Figures 5a and 5b). The simulation reproduces the main vortexes of the flow, such as the one formed by the floor and the windward wall, the one formed by the roof and the windward wall, and the biggest one in the rear of the building. The simulation tends to overestimate the structure size of the external vortexes round the scaled building. Besides, at interior of scaled building the simulation
Figure 4. Isometric view of a building with two axial openings: (a) Coarse grid with 728,724 cells; (b) Base grid with 1,448,712 cells; (c) Fine grid with 2,537,020 cells.

reduces the wind speed magnitude and the size of the structures. In Figure 5c, the grid sensitivity is small along the center line, $L_r$. The difference of the wind speed ratio, $u/U_{ref}$, between the Coarse grid and Base grid at the building interior is around 7\%, while between the Base grid and the Fine grid is lower than 2\%. The percentage average difference between the experimental, PIV, and the numerical results, CFD, of the wind speed, $\Delta u = (\text{PIV} - \text{CFD}/U_{ref}) \times 100$, along $L_r$ is for the Base grid 6\% at the interior building. Therefore, the Base grid is a suitable grid to use. Thus the validated numerical simulation of a building with two axial openings is used for the application example of the HBI.

Figure 5. Comparison of mean wind vectors on the vertical centreplane and of wind speed ratio, $u/U_{ref}$, along the center line, $L_r$. (a) Experimental results from Kurabuchi et al. (2004), (b) simulation results using CFD SST $k - \omega$ turbulence model and (c) grid sensitivity analisys.

3.2 Application example

The HBI application example is performed with the climate conditions of the hot and humid season in the Temixco city located in Morelos, Mexico. The average conditions are $U_r = 1.04 m/s$ (the reference
air velocity at $H_r = 2.25\, m$ building height), $T_r = T_a = 33^\circ C$ and $RH = 72\%$. The $U(z)$ from the real scale were modeled as inlet boundary condition, in the validated numerical model, by applying the dynamic similarity with $Re_r = (U_r H_r)/\nu = 1.49 \times 10^5$. For thermal comfort evaluation by natural ventilation, the interior volume simulated was discretized in 4000 cells. Then, the $U$ values obtained from each cell were scaled to real scale by using $Re_r$. Figure 6 shows the comfort evaluation by natural ventilation of the building with cross ventilation (Figure 1), applying Eq. (5) and considering a Metabolic rate of $M = 93\, W/m^2$ (light activity). Therefore, the interior volume can be zoned as: discomfort by low ventilation, $D_{lv}$, comfort, $C_m$, and discomfort by high ventilation, $D_{hv}$, represented by 85.8%, 12.6% and 1.7%, respectively.

![Figure 6](image)

**Figure 6.** Evaluation of the comfort by natural ventilation of a building with cross ventilation. The interior volume is zoned as: discomfort by low ventilation, $D_{lv}$, comfort, $C_m$, and discomfort by high ventilation, $D_{hv}$. The range $U_{min} \leq U \leq U_{max}$ refers to the comfort air velocity range.

### 4 Conclusions

A methodology to evaluate the indoor comfort by natural ventilation in hot climates based on a heat balance index has been proposed. The methodology allows to evaluate CFD simulations as well as measurements taken from experiments (small or real scale). More research is needed to further verify the applicability of this methodology to select the best natural ventilation strategy.
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